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Question Answering (QA)
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Medical QA
• Longer, more complex, questions
• Answers are often contextual
• Higher sensitivity to errors

• Promising advances in open-domain QA
• Dedicated industrial applications*
*more than 100M smart speakers sold worldwide

vs.



Consumer Health Questions 
Actual examples sent to the NLM:

A. treatment for dry mouth caused by necessary medicine. My provider can't 
help (I asked.) I am intolerant of all the sugar alcohols such as maltilol, 
sorbitol, xylitol, etc. and need something for dry mouth caused by med which I 
have to take. Biotene products help for only about two minutes.

B. I'm a mother of a 13 year old girl that has been diagnosed with endometriosis. I know its not spelled 
right. The doctor stated it was severe and uncommon for children her age. she was 12 when diagnosed 
is there anything going on for her age? she has not had any treatments and hurts constantly? 

C. I suffered a massive stroke on [DATE] with paralysis on my left side of my body, I’m home and conduct 
searches on the internet to find help with recovery, and always this product called neuroaid appears 
claiming to restore function. to my knowledge it isn’t approved by the FDA, but it sounds so promising. 
do you know anything about it and id there anything approved by our FDA, that does help
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CHiQA
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https://chiqa.nlm.nih.gov

Consumer Health QA Project (CHiQA) 
@ the LHC / NLM

First prototype implementing 
some of the research outcomes
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RQE-based Approach
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 Answering new questions by retrieving entailed questions with existing answers.
Ben Abacha & Demner-Fushman. AMIA 2016



RQE Models

Observations:
Logistic Regression outperformed  neural networks when trained 
with traditional word embeddings such as Glove and Word2Vec.

 Relying on recent language models such as Bert for pre-training led 
to a better performance.
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Ben Abacha & Demner-Fushman. ArXiv 2019



MedQuAD Dataset for Medical QA
Medical question-answer collection created from trusted resources.   

 Contains 47k question-answer pairs extracted from 12 NIH websites (e.g. MedlinePlus, NCI, 
GARD, NIDDK).

 Covers 16 question types about Diseases (e.g. Treatment, Susceptibility), 20 types about Drugs (e.g.  
Usage, Interaction), and an additional type (Information) for all possible question foci   (e.g. 
Procedure, Medical exam). 

Link: https://github.com/abachaa/MedQuAD
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Ben Abacha & Demner-Fushman. ArXiv 2019

https://github.com/abachaa/MedQuAD


Question Summarization 
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 Tackling the complexity of consumer questions by automatic summarization.



QA performance w(o)/ Summarization  
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Ben Abacha & Demner-Fushman. AMIA 2019 Informatics Summit



Pointer-generator network
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See et al., ACL 2017

Presenter
Presentation Notes
https://www.aclweb.org/anthology/P17-1099 



Results
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Question
Method Rouge-1

Seq2seq 
Attentional Model

27.62

Pointer Generator 44.16

Ben Abacha & Demner-Fushman. ACL 2019



MEDIQA @ ACL-BioNLP 2019
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Textual Inference, Question Entailment & Question Answering 
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VQA-Med@ImageCLEF 2019 
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Visual Question Answering in the Medical Domain

Examples:
• is this a t1 weighted, t2 weighted, or flair image?
• in which plane is the mri displayed?
• what is the organ principally shown in this x-ray?
• what is most alarming about this ct scan? 
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Premise
• The question focus (topic) is the main entity in the question [1]

• E.g., “Alzheimer’s” in “How to diagnose Alzheimer’s disease?”

• The question type is the aspect of interest
• E.g., diagnosis, treatment, side effect, cause.

• Previous investigations showed that using only the focus and type as search terms 
allowed to answer 61% of consumer questions [2].

• An additional 12% can be answered using more terms from the question as keywords.
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[2] Deardorff A, Masterton K, Roberts K, Kilicoglu H, Demner‐Fushman D. 
A protocol‐driven approach to automatically finding authoritative answers to consumer health questions in online resources. 
Journal of the Association for Information Science and Technology. 2017 Jul;68(7):1724-36.

[1] Mrabet, Y., Kilicoglu, H., Roberts, K., & Demner-Fushman, D. (2016). 
Combining open-domain and biomedical knowledge for topic recognition in consumer health questions.
In AMIA Annual Symposium Proceedings (Vol. 2016, p. 914). American Medical Informatics Association.



Deep Learning Approach
Joint (Frame) Recognition
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Recurrent Bi-directional LSTM networks with CRF prediction:
• First bi-LSTM to build character embeddings
• Second word-level bi-LSTM with several embedding sources:

• Glove word embeddings
• UMLS embeddings
• POS embeddings
• TF-IDF based vectors

https://guillaumegenthial.github.io/sequence-tagging-with-tensorflow.html

Word 
embeddings

Chars 
embeddings

https://guillaumegenthial.github.io/sequence-tagging-with-tensorflow.html


UMLS Taxonomic Embeddings
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A) Binary vector representation in BIOES format B) Value propagation using taxonomic hierarchy

C) Experiments included several terminology-based variants:
• Head words vs all words
• TF-IDF values instead of binary vectors (propagation ratio set to 0.5)
• TF only.



CHiQA Prototype 
(Ensemble Methods)

• Question Focus Recognition
• Token-level voting

• Question Type Recognition
• Conventional voting method
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How to treat dry mouth caused by Sorbitol? Biotene products did not work more than a few minutes. 

How to treat dry mouth caused by Sorbitol? Biotene products did not work more than a few minutes. 

Treatment

MetaMap LiteBi-LSTM

SVM-based Rule-based

 Selected Focus: “dry mouth”

 Selected Type: TREATMENT Susceptibility

Treatment

Cause



DailyMed

CDC

CHiQA Prototype
(System Architecture)
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NIH Institutes

Mayo Clinic

* Similar answers filtered out using the TextFlow similarity measure [3]

*

[3] Mrabet, Y., Kilicoglu, H., & Demner-Fushman, D. (2017, July). 
TextFlow: A text similarity measure based on continuous sequences.
In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics 
(Volume 1: Long Papers) (pp. 763-772).
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Metrics LiveQA-Med Dataset

IR RQE COMB LiveQA Best

Average Score 1.183 0.827 1.308 0.637

MAP@10 0.405 0.311 0.445 --

MRR@10 0.438 0.333 0.516 --

CHiQA Prototype
(Interface and end-to-end evaluation)

Benchmark from the Medical Question Answering Competition 
@ TREC 2017 LiveQA



Conclusion

 Relying on the retrieval of entailed questions is a viable strategy to answer consumer health
questions.

 Limiting the number of answer sources can enhance the performance of QA systems.

 Paraphrasing and summarizing the questions leads to a substantial improvement.

Deep learning models for question understanding provided a good performance with a
distinct perspective, but we still need external supervision with ensemble methods for end-
to-end systems.
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Future  work

 Relevant techniques for question reformulation and answer selection. 

 Relevant methods for answering more contextual questions such as questions about 
medications.

 Answers summarization and aggregation.

 Enhance answer retrieval with a relevant embedding space.

 Neural ensemble methods.
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Thank you for your attention! 

Thank you for your attention!

asma.benabacha@nih.gov
mrabety@mail.nih.gov
ddemner@mail.nih.gov
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Resources: 
• Papers: https://www.researchgate.net/project/Consumer-Health-Question-Answering
• CHiQA Project: https://lhncbc.nlm.nih.gov/project/consumer-health-question-answering
• Data: https://github.com/abachaa

mailto:asma.benabacha@nih.gov
mailto:yassine.mrabet@nih.gov
mailto:ddemner@mail.nih.gov
https://www.researchgate.net/project/Consumer-Health-Question-Answering
https://lhncbc.nlm.nih.gov/project/consumer-health-question-answering
https://github.com/abachaa
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