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Cancer Research Data Commons (CRDC)

A data science infrastructure to connect

repositories, analytical tools, and knowledge bases

Virtual, expandable, secure research
infrastructure

Storage and elastic compute
Analysis, sharing, and archival of results

Cross-domain analysis of large datasets
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The C

ancer Research Data Commons (CRDC)

REPOSITORIES

Cancer Data Service (cDS)

Store and share NCI-funded data that are not
hosted elsewhere to further advance scientific
discovery across a broad range of research
areas.

Imaging Data Commons (DC)

o > Share, analyze, and visualize multi-modal
imaging data from both clinical and basic cancer

research studies.

INFRASTRUCTURE

Clinical Trial Data Commons (CTDC)

Store and share data from NCI Clinical Trials.
The resource is expected to launch in 2020.

Integrated Canine Data Commons

(icoo) ——
~—~—

Share data from canine clinical trials, including e

the PRE-medical Cancer Immunotherapy

Network Canine Trials (PRECINCT) and the

Comparative Oncology Program.

Genomic Data Commons (GDC)

Share, analyze, and visualize harmonized
genomic data, including TCGA, TARGET, and
CPTAC.

Proteomic Data Commons (PDC)

Share, analyze, and visualize proteomic data,
such as CPTAC and The International Cancer
Proteogenome Consortium (ICPC).

Cancer Data Aggregator (CDA)

I Enables users to query and connect data
N\ distributed across the CRDC for integrative

analysis.

CLOUD RESOURCES

Center for Cancer Data
Harmonization (ccDH)
Provides semantic services and tools that

facilitate interoperability of data across CRDC.

Data Commons Framework (DcF)

Provides secure user authentication and
authorization and permanent digital object
identifiers for data objects.

Broad Institute FireCloud

Access NCI-funded datasets TARGET and TCGA
along with a rich collection of other datasets and
collaborative projects that are part of the
biomedical ecosystem. Run analysis tools at
scale and collaborate securely on a scalable
cloud environment.
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ISB Cancer Gateway in the Cloud (1SB-

Access data sets using fully interactive web-

based applications, including BigQuery, which is
hosted on Google Cloud Platform.

Seven Bridges Cancer Genomics
Cloud (sB-cGC)

Explore and analyze large datasets alongside
secure and scalable analytical resources for
large-scale computational research.

https://datacommons.cancer.gov/
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NCI Imaging Data Commons (IDC)

Cloud resource that connects researchers with:

= Cancer image collections

Robust infrastructure with imaging data, metadata and
experimental metadata from disparate sources

Resources for searching, identifying and viewing images

Implementation:

* Google Cloud Platform

* OHIF viewer

* Non-restrictive Open Source
 DICOM as prime standard
Production release: September 2021

Additional data types in other CRDC nodes

Connectivity to NCI Cloud Resources for imaging and
multi-modal cloud computations

BID) naTIONAL cANCER INsTITUTE https://github.com/ImagingDataCommons/IDC-WebApp *
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The NCI Cloud Resources

Three resources connecting NCI data and compute in the cloud
e Access to large cancer data sets without need to download

* Access to workspaces, analysis tools, and pipelines

* Ability for researchers to bring their own data and tools

Institute for @

Systems Biology

irecCiou
POWERED BY
firecloud.terra.bio G
cancergenomicscloud.org

aws

N

Access and analyze
data from a dozen

genomics, aInaI:/_S|s usmgtthef users can connect to NCI Cloud Resources
proteomics, and soanir:::eggiglp;oido controlled access
imaging datasets datasets

Perform large scale dbGaP-authorized

platforms
downloading Upload your tools to

the cloud, create
Ehpé%?gu‘ﬁ’"r datato your own workflows

without Systems meet strict

Federal security
guidelines

£ #NciCloud



Why Three Cloud Resources?
@ FireCloud

POWERED BY

Great for running production pipelines

Great for command- Institute for

= @&FireCloud R — i i
= O o line users, BigQuery Systems Biology
—_ i o Workspaf -

o= @FireCloud () Trspaces i Usage Metrics

and 2 = @ FireCloud o

_ POWERED BY WORKSPACES . " .

oN & Users can transform results from their own workflows/pipelines
LY . 2,430 unique notebook to Google BigQuery tables

ol i 2,426 active users .

Seld  Snodl  WORKFLOWS launches

7 =
L= 2ufl | Find a Workflow L L-pregrecessing] L= =]
eovery : e = =
= 1,456 unique a w T
o 4 © oo 585 engaged users la’uiihesq PP N E
Source: dockstore =
Tl | prr— rere— , =@ = VCFs
th ’ Discovery 837 309 users created 6,026 unique workflow * I1SB-CGC
Hide B =l B ©

= B . O 2% workspaces launches _— I hosted tables

B T [ PSe— semcenon] : . = A

1 - B | @ 115 users imported data e | |
= B g O || %24 s == @ —_—

beautiful.ai i
Category ‘ o 555“”5”5;5 PER SAMPLE FILE METADATA BEATAML  FILE METADATA GDC FILE METADATA CURRENT

Great for non-technical users CANCER GENOMICS CLOUD ii.'""'m’m"z;e SO 1t SIS e i F DI e
User friendly Ul, visual displays SEVEN BRIDGES o - i

] RRENT

cross-omics & cross-node data integration

Refe] WRENT
P - Dan - PueAe  Pblopries - i
A WRENT
L SELECT project_id, prot.gene_syabol as protein sere, protein_budance_logZretio, gene_name,¥TSeq_FPRN as -
st e (R CREDITS TO SUPPORT YOUR RESEARCH Sou S expesarion ey et
< e o - - 2 ook — R - o-ot
g1 Chol 3 join FHRBSPEGISEE-FEro:TORLDIAVGTOUAA, FASEQEEGRIBEEAT 25 Tna
H [ ——— : — i . 4 on rna.gene nane = prot.gene_symbol RenT
12 = An important goal of the CGC is to understand how researchers can use cloud computing resources to analyze their dara. Data 5 1mrT 100
i cowrieren Vardict Somatic Calling o = i
i Unlike traditional models, where the cost of compute and data storage is paid up front, on the CGC you only incur costs as e
i EaitodonDae. 7, 2018 1559 | we
Prco 30960 | Curaon: 1 howr, 25 miutes divd
g i e e D you run an analysis. DI & ooy |5 snavn]| | © siradiomany = 8 viom - SR
Inputs &
. : . . . . . Query results & SAVE RESULTS i EXPLORE DATA v
—— However, we've found that it can be daunting to try to learn a system while worrying about analysis costs. For this reason, o
Homo_sapens_rmry_sssenoyss_50_nr : b : Query comalere (0.1 sec elepsed, cached)
i A O the NCT has generously provided substantial funds to support your compute and storage on the CGC as you are getting e B v tanms
L m— g B i @ : ’
R < s AT I familiar with the platform. When you create an account on the CGC, you'll be automatically granted $300 in credits. Have oWl preject i I v mars ™ pecteir ablrairios Tousntls [ gaalmIEe} Geas oreselon VAR FPHML
1 0 i Homo.sapens assembist s . o : . : . . Y [TCORTACA OIS o e 6896855711
S Tunereine ) a big project in mind? Submit a collaborative project request to access up to $10,000 in credits. [COABROA IOKVIDS. | 147 Sadilas Lo
o a—— 2 TCGABRCA IGKVIDII 04986 16KV10:3 0059855911154
3 TCGABRCA IGKVID39 01007 1GKVID 38 0059855911154
Of course, once you've used the credits, you can contact us to create a billing group that can be supported via a credit card
Rowsperpage: 100 ~ | 1-10001100  Frstpase i< < > q
or purchase order. S




Cancer Cloud Resources

) Google Cloud Platform
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IDC Al workflow

i Experiment
Data Environment
Re?ra;gj/al Investigation Set-up — | and Results
Analysis
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Google Cloud Storage and Google Cloud Platform Google VMs, Al Notebooks
BigQuery and IDC Viewer and Google Colab

Courtesy of Hugo Aerts (BWH)



IDC’s potential for imaging Al

e IDC can play a central role by providing data to enable end-to-end
transparent and reproducible Al pipelines for cancer imaging.

e Easy access to high quality, standardized, de-identified imaging and
metadata in IDC that can be combined with fully reproducible Al pipelines
in cloud based environments.

e Empower Al researchers to reproduce published results, provide materials
for research, training and education purposes, as well as guide overall
developments of the IDC platform.

e Selected Al use cases for several clinical scenarios in cancer imaging are
being developed by IDC and collaborators to highlight these capabilities.



IDC Use Cases

Essential utilization of IDC/CRDC infrastructure and standards toward:

* Development of novel Al/ML tools:

« Applications in imaging - detection, diagnosis,
and treatment planning/monitoring

* Promote transparency, reproducibility and reusability

Cloud-credits are available to support novel developments
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